Lightning Location Systems and Interstroke Intervals: Effects of Imperfect Detection Efficiency
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Abstract—Lightning location systems (LLSs) are often used to obtain parameters of lightning flashes. However, the imperfect detection efficiency (DE) of these systems affects the accuracy of the results. In this paper, we focus on the effects of the imperfect DE on the probability distribution of interstroke intervals. Two DE models are considered here: one dependent on the peak amplitude of return stroke currents and the other independent of any stroke parameter. For these two models, the results show that the distribution of interstroke intervals obtained from strokes detected by an LLS depends essentially on the average DE in %. In addition, we demonstrate that the average DE has a noticeable influence on the geometric mean (GM) of the measured interstroke intervals. Finally, we provide a mathematical expression for estimating the DE of an LLS; this expression uses the GM of the interstroke intervals obtained from the LLS data and assumes that the distribution of interstroke intervals for the geographical location of concern is known.
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I. INTRODUCTION

Lightning location systems provide global information on occurrence characteristics of lightning discharges. Inferred lightning parameters by LLSs can be used for early warning, weather forecasting, risk assessment, geophysical research, power utilities, and other applications [1].

LLSs can report various parameters of the detected lightning flashes, such as the individual stroke peak amplitudes, stroke locations, stroke polarities, flash multiplicity, interstroke intervals, and flash type (cloud-to-ground vs. cloud lightning) [2]. Imperfect detection efficiency (DE), location accuracy (LA), and peak estimation along with inhomogeneity of LLS networks might cause some inaccuracies in lightning parameter distributions inferred from LLS data [3]. Numerous studies have been conducted to evaluate and improve the performance of LLS networks either by hardware development or algorithm improvement (see [1] for a recent review). These studies have led to improved performance and, hence, to more accurate lightning parameter distributions derived by these networks.

Statistical approaches have also been applied to investigate the effect of the imperfect LLS performance on the inferred lightning parameter distributions and to obtain estimates of the actual distributions. The effect of the detection efficiency on the return stroke peak current distribution, as well as corrections for the distribution, were presented in [4]. Additionally, a sensitivity analysis was performed on the Brazilian network and the influence of the DE on the peak current estimation, and confidence ellipse was reported in [5]. The distributions of interstroke intervals and flash multiplicity reported by LLS networks were compared with those obtained from a separate field measurement system in [6].

An approach to analyze the effects of the imperfect stroke-detection efficiency of LLS on the statistical distribution of interstroke intervals was proposed in [7]. In this paper, we implement it and analyze the results. Two types of DE are considered here: uniform DE and return stroke current dependent DE. We also present a novel methodology for estimating the DE of LLS, based on the geometric mean of the detected interstroke intervals.

The paper is organized as follows. Section II presents the analysis method used in [7]. The effects of the DE on the interstroke intervals distribution are presented and discussed in Section III. Some concluding remarks are given in Section IV.

II. METHODOLOGY

For the analyses presented in this paper, we created a program in Matlab to simulate the effects of the imperfect detection efficiency of lightning location systems. This program accepts as inputs the total number of flashes, the probability distribution of the interstroke intervals and of the stroke currents, the probability distribution of the flash multiplicities, and the detection efficiency of the LLS. Based on the inputs, the program creates a dataset of lightning strokes [7] satisfying the input probability distributions. Then, it eliminates some of the strokes, making sure the detection efficiency specification is fulfilled. The DE can be specified either as a percentage (ratio of the number of detected to the total number of strokes) or in the form of a probability distribution, which might depend, as in this work, on the stroke
current peaks. The program outputs are a plot of the cumulative probability distributions of the initial and the final set of interstroke intervals, as well as the geometric mean and standard deviation derived from the interstroke interval distributions. Although we use it in this paper exclusively to study the interstroke interval distribution, the program can be readily adapted to study the effect of the detection efficiency on other parameters, such as the peak current.

A. Flash Multiplicities and Interstroke Intervals

The program allows users to specify the probability distributions of flash multiplicity and interstroke intervals, and fills the dataset accordingly. In this paper, we use the distributions corresponding to the data measured using high-speed video observations in the city of São Paulo (Brazil) and in Arizona (United States) [8]. These two sets of experimental results exhibit similar distributions of flash multiplicities and interstroke intervals (Figs. 1 and 2), despite being captured at sufficiently different locations. Nevertheless, they were used here as inputs essentially because they had not been affected by LLS imperfections.

B. Return Stroke Currents

The cumulative statistical distribution of peak stroke currents is lognormal. According to [10], negative first stroke currents can be obtained assuming that the median and the logarithmic standard deviation equal 30 kA and 0.265, respectively. In the same way, negative subsequent stroke currents can be calculated assuming that the median and the logarithmic standard deviation equal 12 kA and 0.265, respectively. These distribution parameters are based on Berger’s direct lightning current measurements in Switzerland from 1963 to 1971. Given the total number of flashes, the flash multiplicities and the current distributions, our program determines the stroke current peaks.

C. Detection Efficiency

Prior to running the program, one should specify a DE either as uniform (in percent, independent of the characteristics of the stroke the system is trying to detect) or as a function, for example, of the stroke current. We implement one such function based on the data published in [9] and shown in Fig. 3. The detection efficiency in [9] was obtained using triggered lightning, for which the distance from the sensors to the strike point is known and unchanged for all strokes. Although that is not the case for the data from São Paulo and Arizona used in the paper, we included the results of [9] because we are interested in the effect of an amplitude dependent detection efficiency vs. a constant DE and not in the actual detection efficiency.

If the detection efficiency is given as a percentage of all the strokes, independent of the stroke characteristics, then a random set of strokes is removed, making sure that the number of detected strokes over the initial total number of strokes equals the detection efficiency.
III. RESULTS

A. Effects of Non-Ideal Uniform Detection Efficiency

To evaluate the effect of an imperfect detection efficiency on the probability distribution of interstroke intervals, we ran several tests. The first two tests were performed on the data measured using high-speed video observations in São Paulo [8] and Arizona [8], respectively. A data vector containing 1e5 flashes was created for both cases. Interstroke intervals and flash multiplicities were assigned in accordance with Figs. 1 and 2. The detection efficiency was varied from 20% to 100%, in steps of 20%. The resulting cumulative probability distributions are plotted in Figs. 4 and 5. As expected, both figures demonstrate the following trends:

1) When the DE decreases, the number of detected strokes decreases as well. Except for single-stroke flashes, every missed stroke leads to a lost data point in the interstroke intervals dataset. Thus, the lower the DE, the lower the number of points in the corresponding interstroke intervals plot.

To understand this tendency, let us take an \( n \)-stroke flash and assume a stroke detection efficiency \( \text{deff} \). Here, we assume that the probability of detecting a stroke is the same for all strokes and that it has no effect on the probability of detecting other strokes. Each of these flashes has \( n-1 \) interstroke intervals and thus contributes to \( n-1 \) points on the graph. The probability that all \( n \) strokes will be detected equals

\[
p_n = \text{deff}^n.
\]

For example, if \( \text{deff} \) is 20% and \( n \) is three, \( p_3 \) will be 0.8% only. If \( \text{deff} \) is 80%, \( p_3 \) will be 51.2%. Therefore, the chances that no data point will be lost from the plot are considerably lower than the detection efficiency itself.

The probability that all \( n \) strokes will be missed equals

\[
p_0 = (1-\text{deff})^n.
\]

2) In Figs. 4 and 5, the lefthand side of the distributions converges towards one and the righthand side towards zero. This is due to the very nature of the cumulative probability distribution.

3) The lower the DE, the farther the cumulative probability plot from the perfect one. The first factor causing the difference in the probability plots is the loss of interstroke interval data points due to the missed strokes. The second is the appearance of new interstroke intervals. Let us analyze this using, as an example, a three-stroke flash. If only the first or the last stroke is missed, one interstroke interval will be lost. If, however, only the middle stroke is missed, two interstroke intervals will be lost. Yet, they will be replaced by one new interstroke interval equal to their sum. The probability that only one stroke is missed equals

\[
p_2 = \text{deff}^2 (1-\text{deff}).
\]

The probability that two strokes are missed is

\[
p_1 = \text{deff} (1-\text{deff})^2.
\]

Using (1) to (4) and assuming \( \text{deff} \) is 80%, it follows that, from the interstroke intervals associated with 3-stroke flashes, 36% will be deleted, 64% will be retained, and 12.8% new values will be added. The ratio between the number of retained points and the number of new points is five. In addition, since short interstroke intervals are more likely to occur than large ones (see Fig. 2), most of the new interstroke intervals will not exceed the maximum interstroke interval in the original dataset, and thus the final distribution will not be considerably influenced by the new values. However, if \( \text{deff} \) is only 20%, 96% of interstroke intervals will be lost, 4% will be retained, and 3.2% will be replaced by new values. The ratio between the number of retained points and the number of new points becomes 1.25. As a consequence, new points will have more effect on the probability distribution. Since the new interstroke intervals are higher in value than their predecessors, the mean value of the interstroke interval set will exhibit an increase, and the distribution will be shifted towards higher values of interstroke intervals. A similar analysis can be carried out for...
other flash multiplicities. It is these effects, accumulated from all flashes of various multiplicities that cause the shifts in probability distributions, as shown in Figs. 4 and 5.

B. Effects of Current-Dependent Detection Efficiency

The LLS stroke detection efficiency can be a function of the peak current. Fig. 3 shows one such DE [9]. When applied to the initial dataset, this DE results in 19% of the strokes being missed. The obtained cumulative probability distribution of interstroke intervals is plotted in Fig. 6 (in red). For comparison purposes, we also plotted the distribution obtained using a uniform detection efficiency of 81% (in green). We can see from the figure that these two distributions almost completely overlap. This suggests that the distribution depends essentially on the equivalent DE in %. The slight difference observed here is due to the fact that the current-dependent DE and the stroke order are correlated; indeed, since the first strokes are statistically larger in amplitude than subsequent strokes, the current-dependent DE used in this paper implies that, statistically, more first strokes than subsequent strokes will be detected.

C. Estimating LLS detection efficiency

Let us analyze the behavior of the geometric mean (GM) and the geometric standard deviation (GSD) of the detected interstroke intervals as a function of the LLS detection efficiency. To that end, two datasets are created: one for São Paulo and one for Arizona, based on information from the histograms in Figs. 1 and 2.

Let us assume that the DE is uniform and independent of any stroke parameter. The relative error of the GM, when the DE ranges from 50% to 100%, for data recorded in both locations, is shown in Fig. 7. As expected, for both locations, the relative error approaches zero as the DE improves. Additionally, it is in fact affected primarily by the DE and not by the geographical location for the Arizona and São Paulo data considered in this paper.

A plot of the GM of the interstroke intervals as a function of the detection efficiency is shown in Fig. 8. By inspection, we found that a function of the form

$$gmean = \frac{a}{deff + b},$$  \hspace{1cm} (5)

where the variable \(deff\) denotes the value of the DE in % and \(gmean\) denotes the value of the GM, provides a very good fit for the values of the GM obtained from our dataset. In (5), the parameters \(a\) and \(b\) depend on the distribution of the interstroke intervals. The following function is found to fit well the São Paulo data:

$$gmean = \frac{8274.9}{deff + 38.6044}.$$  \hspace{1cm} (6)

The corresponding fitting curve is plotted in Fig. 8 in blue. The function for the Arizona data is
Presented in this section should be tested using other models of strokes to simulate the imperfect detection efficiency. That dataset to be ground-truth. Then, we eliminated some of the stroke multiplicities presented in the literature. We assumed that the detection efficiency corresponds to the observed lognormal distribution of interstroke intervals. To that end, we generated a imperfect detection efficiency on the measured statistical amplitude of the return strokes [9]. The results show that the effect of an imperfect detection efficiency on the statistical distribution of interstroke intervals is essentially independent of the geographical location, i.e., if the coefficients \(a\) and \(b\) are known, one can estimate the DE (in %) of an LLS based on (5) and on the GM of the interstroke intervals it detects:

\[
deff = \frac{a}{\text{gmean}} - b. \tag{8}
\]

The relative error of the GSD for both sets of data is below 10% in the whole range of DE and decreases with the increase in DE. Moreover, it is below 0.5% for DEs higher than 90%. Hence, one can assume that the GSD does not vary significantly with the DE.

In order to generalize these observations, the methodology presented in this section should be tested using other models of the DE that consider possible correlation between the DE, the flash multiplicity, the stroke order, and the interstroke intervals. However, to the best of our knowledge, such correlations have not yet been studied.

IV. CONCLUSION

We investigated the effect of a lightning location system’s imperfect detection efficiency on the measured statistical distribution of interstroke intervals. To that end, we generated a dataset that corresponds to the observed lognormal distributions of interstroke intervals, current amplitudes, and stroke multiplicities presented in the literature. We assumed that dataset to be ground-truth. Then, we eliminated some of its strokes to simulate the imperfect detection efficiency.

Two different models for the detection efficiency were used: one independent of any stroke parameter and another that assumes that the detection efficiency depends on the peak amplitude of the return strokes [9]. The results show that the effect of an imperfect detection efficiency on the statistical distribution of interstroke intervals is essentially independent of the detection efficiency model.

A lightning location system’s average detection efficiency has a noticeable effect on the geometrical mean of the interstroke interval distribution. Its effect on the geometric standard deviation of the same distribution is negligible.

Based on our analyses, we propose Equation (8) to estimate the detection efficiency, given the geometric mean of the interstroke intervals obtained from LLS data. Since the parameters in this expression may be a function of the geographical location, this formula should be particularized to the region where the interstroke intervals are being measured.
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